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Background 
Image inpainting is one of the image processing procedures used to restore corrupted images or 
videos. It is done by replacing the damaged region on the image using an interpolation function. It has 
been traditionally done by determination of the global picture of how to fill in the gap, which must be 
done by professional restorers. Nowadays, we can train the machine to be a professional painter itself 
with several algorithms, i.e. Generative Model (Yu et al., 2018), Adversarial Edge Learning (Nazeri et 
al., 2019) and Generalized PCA (Takahashi et al., 2016). In this study, an implementation of Variational 
Autoencoders (VAE) according to  the method presented by Ham et al.,2018 is performed,  in order to 
reconstruct occulted images from two different datasets: Animals-10 and FFHQ dataset. , grey-scaled, 
equal size with artificial occultation in order to compare the performance of algorithms on different 
datasets. 

 
Method 
The code is developed in Python programming language; which is friendly with problems such as 
machine learning. The python code is combined with PyTorch (a library for Tensor algebra), GPU 
computing and Deep Learning. The repository is available at https://github.com/fedmag/DeepVision. 
Encoding layers are designed to mimic the VGG16 architecture, while the decoder is made under a re-
elaboration of the DCGAN (Deep Convolutional Generative Adversarial Network) architecture. 
Concerning the dataset all images are transformed into the grayscale and resized into 100×100 pixels, 
regardless of the original ratio, we used such images as the ground-truths and split them ’randomly’ 
into training and test sets. We have added artificial damage to images by adding a black square to the 
image randomly.  We have set the first experiment, that occultation ratio corresponds to 20% of the 
image area. Both homogeneous and heterogeneous dataset are represented by 25,000 images of the 
training set and 2,000 images of the test set.  The homogeneous dataset is represented by Flickr-
Faces-HQ Dataset (FFHQ) (https://github.com/NVlabs/ffhq-dataset), while the heterogeneity is 
subjected to Animal-10 Dataset (https://www.kaggle.com/alessiocorrado99/animals10). In the second 
experiment, we have set the 40% area of artificial damage to only one dataset which has better results. 
The occulted area is considered into two cases; 1x40% occulted square and 2x20% occulted square. 
In order to evaluate how good the results are, Structural similarity (SSIM) index is computed for every 
image, with  their  statistical  values  of  SSIM for the various dataset. SSIM  can be  determined by the  
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multiplication of 3 measurements which compare the similarity of two images in term of luminance, 
contrast and structure SSIM can be mathematically determined as follows, 

𝑆𝑆𝐼𝑀(𝑥, 𝑦) = 𝑙(𝑥, 𝑦) 𝑐(𝑥, 𝑦) 𝑠(𝑥, 𝑦), 
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𝑠(𝑥, 𝑦) =
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, 

where 𝜇𝑥and 𝜇𝑦 are average of the pixel value in x and y respectively, 𝜎𝑥
2, and 𝜎𝑦

2are the variance of the 
pixel value in each image, and 𝜎𝑥𝑦  is the covariance of image x and y. Moreover, c1, c2, and c3 are 
hyperparameters which are defined as, 

𝑐1 = (𝑘1𝐿)2, 𝑐2 = (𝑘2𝐿)2, 𝑐3 = 𝑐2/2, 

where 𝑘1 = 0.01, 𝑘2 = 0.03 by default, and 𝐿 = 2#𝑏𝑖𝑡𝑠 𝑝𝑒𝑟 𝑝𝑖𝑥𝑒𝑙 − 1 is the dynamic range of pixel values. 
SSIM of images is represented in the form of statistical average and standard deviation, in order to 
justify the performance of the trained model 

 
Result 
In this study, experiments have been performed, in order to consider the effect of homogeneity of the 
dataset to the result of autoencoders and the result of the different situations of the occultation, 
which is considered as corrupted region, the images of animals from ANIMAL-10 database are used to 
represent data with heterogeneity.  On the other hand, the representation of homogeneous data is 
faced from Flickr-Faces-HQ (FFHQ) database, which leads to the resulting Structural Similarity Index 
(SSIM) as shown in the table 1. 

Table 1 The result of autoencoders and the result of the different situations. 

Dataset SSIM(Train Set) SSIM(Test Set) 

ANIMAL-10 0.8874±0.04929 0.6869±0.1606 

FFHQ 0.9168±0.05239 0.9012±0.0537 

 

Observing the result, we have found that Variational Autoencoders provided better results with the 
homogeneous dataset. In the second experiment, the model was trained only once, i.e. for only 50 
epochs, due to technical problems and limitation of time, on images with a 40% damage of the total 
area.  The model was then implemented into 2 situations: Image with a single 40% occulted square 
and image with two of 20% squares. The efficiency of the trained model is measured as  

  SSIM (40% square):  0.8692±0.0590 

   SSIM (2×20% squares):  0.8553±0.0617 
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Discussion and conclusion  
To accomplish the goal of image inpainting, Variational Autoencoder requires data with homogeneity 
for inpainting on specific types of images.  However, we suffered technical problems such as the 
training time, the model, indeed, required more than 30 GPU-hours to evaluate all 350 epochs.  
Nonetheless, the checkpoint file’s size was too large (approximately 3.5 GB) which often made 
resuming the training impossible. Thus, due to insufficient time, we could only deal with few cases of 
different occulting situations.  Further studies can be done with higher performance of computer and 
GPU (such as Titan or RTX series) for less computation time.  Some interesting developments might 
be achieved, for example, varying the shape of the occlusion, using RGB images, or enhancing the 
dataset (especially in the heterogeneity case it might improve the ability of the model to generalize).  
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